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Abstract

Results

Objectives

Methodology

Dialog state tracker, a subcomponent of a spoken dialog system, 
records a state of dialog during a conversation. For example, in a 
travel planning system, the dialog state tracker will record 
parameters for the hotel a user is searching for, i.e. location, price 
range and desired star rating. 

We've participated in the Dialog State Tracking Challenge 5 
(DSTC5) developing a dialog state tracker with other fellow 
researchers. To extract dialog state from the cross-language 
human-human dialog with a limited training set, we've proposed a 
tracker that focuses on the meaningful words using an attention 
mechanism and a bi-directional long short term memory (LSTM). 
The nouns are vectorized using related texts crawled from the 
web, providing a good embedding for the words not presented in 
the training dialogs. Our proposed tracker achieved high accuracy 
without sophisticated pre- and post-processing.
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Challenges 
• Limited Dataset: 35 dialogs for training, 2 dialogs for validation 

- Only 56% of ontology keywords exists on training dialogs. 

• Robustness: Input dialog may have errors 

- Validation & Examination is done on the Chinese dialog; hence 
the training set is in English. We’ve used the machine translated 
versions of Chinese dialogs.

Preprocessing: POS-tagging, Stemming & Lemmatizing  
Embed words to 100dim Vector (Word2Vec) using crawled reviews 

Prediction: Attention weight for each word w/ Bidirectional LSTM 
Exclude unreliable prediction w/ entropy & cosine similarity (INFO)

It will be on the trail as you are walking and so you can see 
their relatives here %uh in the Night Safari.
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Excluding Unreliable Predictions

Architecture

High Entropy → Unreliable Predictions

Not applicable to  
INFO slot

Low cosine similarity  
→ Unreliable Prediction

The table summarizes the DSTC 5 final result. 

Schedule 1 (utterance level evaluation): 3rd place on accuracy 
Schedule 2 (segment level evaluation): 3rd place on accuracy


